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• Document-level sentiment classification
– Identify the overall sentiment polarity of a document as positive, negative, or neutral.

– Many times a document is mixed with different aspects and opinions.

• “The food in this restaurant is excellent, but the service is not good.”

– Jiang et al. examined that 40% of sentiment classification errors come from not 
considering aspects[1].

Introduction
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• Aspect level sentiment classification

– Identify the sentiment polarity for each aspect in one document.

– “The food in this restaurant is excellent, but the service is not good.”

Introduction
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• Formal problem definition of Aspect level sentiment classification

• Given a sentence ! = [$%,$',… ,$) … ,$*,…$+] and an aspect target - = [$),… ,$*], the 
goal is to classify the sentiment as positive, negative, or neutral.

Introduction

Sentences Aspects Sentiment
The food in this restaurant is excellent, but the service is not good. food +1
The food in this restaurant is excellent, but the service is not good. service -1
Boot time is super fast, around anywhere from 35 seconds  to 1 
minutes. 

Boot 
time

+1
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Method

• Components in the model
– Word embedding layer

– LSTM

– Attention over Attention(AOA)

– Final classification layer
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Method
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Method

• Components in the model
– Word embedding layer[2]

• Treat each word as a low-dimensional real-value vector !" .

• Similar words have similar vectors.

• A sentence of length n can be represented as a sequence of vectors [$%, … , $(] ∈ !(×"

• Similarly, an aspect of length m can be represented as [$, , … , $-] ∈ !.×"
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Method

• Components in the model
– LSTM layer[3]: we use LSTM to get the semantic meaning of texts.

!"#$ !" !"%$
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Method

• Components in the model
– LSTM layer: we use LSTM to get the semantic meaning of texts.

!"×$ ℎ& ∈ !"×()
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Method

• AOA layer[4]: generate an attention vector from aspect hidden states to 
indicate important words in the sentence.
– From previous LSTM layer, we get two matrices ℎ" ∈ $%×'( and ℎ) ∈ $*×'(. Each row in 

these matrices represent the semantic meaning of one word.

– , = ℎ" ⋅ ℎ)/ ∈ $%×*,  ,01 is the interaction between 23450 in sentence and 23451 in 
aspect.

– We first row-wise normalize , with softmax operation, then do a column-wise average to 
get 6 ∈ $*. 6 indicates important parts in the aspect term.

– We apply column-wise normailization on , and get 7
– Final sentence attention is 8 = 7 ⋅ 6/ ∈ $%
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Method

• AOA layer: generate an attention vector from aspect hidden states to 
indicate important words in the sentence.

ℎ" ∈ $%×'(

ℎ) ∈ $*×'(

+ = ℎ" ⋅ ℎ). ∈ $%×* / ∈ $*
/

0

1 ∈ $%
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Method

• Final classification
– The classification feature is r = h$% ⋅ ' ∈ )*+
– The probability of sentiment label c is:

• - . = / = 012 3⋅456 7
∑9 012 3⋅456 9

• Cross-entropy loss = − ∑;,= ∑> ? . = / @AB- . = / + D E *

– Minimize the loss function with regard to all the parameters.



13© 2018 CASOS, Director Kathleen M. Carley

• Two domain-specific datasets

Experiments
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Experiments

• Comparison results



15© 2018 CASOS, Director Kathleen M. Carley

• Case study

Experiments
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